
Computer Vision and Image Understanding 197–198 (2020) 103003

Contents lists available at ScienceDirect

Computer Vision and Image Understanding

journal homepage: www.elsevier.com/locate/cviu

Pyramid Channel-based Feature Attention Network for image dehazing
Xiaoqin Zhang, Tao Wang, Jinxin Wang, Guiying Tang, Li Zhao ∗

College of Computer Science and Artificial Intelligence, Wenzhou University, Wenzhou, 325035, China

A R T I C L E I N F O

Keywords:
Image dehazing
Deep neural network
Channel attention

A B S T R A C T

Traditional deep learning-based image dehazing methods usually use the high-level features (which contain
more semantic information) to remove haze in the input image, while ignoring the low-level features (which
contain more detail information). In this paper, a Pyramid Channel-based Feature Attention Network (PCFAN)
is proposed for single image dehazing, which leverages complementarity among different level features in a
pyramid manner with channel attention mechanism. PCFAN consists of three modules: a three-scale feature
extraction module, a pyramid channel-based feature attention module (PCFA), and an image reconstruction
module. The three-scale feature extraction module simultaneously captures the low-level spatial structural
features and the high-level contextual features in different scales. The PCFA module utilizes the feature pyramid
and the channel attention mechanism, which effectively extracts interdependent channel maps and selectively
aggregates the more important features in a pyramid manner for image dehazing. The image reconstruction
module is used to reconstruct features to recover a clear image. Meanwhile, a loss function that combines
a mean square error loss part and an edge loss part is employed in PCFAN, which can better preserve
image details. Experimental results demonstrate that the proposed PCFAN outperforms existing state-of-the-art
algorithms on standard benchmark datasets in terms of accuracy, efficiency, and visual effect. The code will
be made publicly available.

1. Introduction

Image dehazing problem, which aims at recovering a clear image
from a given hazy input, is one of the classical image processing
problems. It has attracted significant attention in the fields of image
processing and computer vision in recent decades, as the techniques of
image dehazing are required in many higher-level vision tasks (Zhang
et al., 2020b; Yuan et al., 2017; Liu et al., 2018; Zhang et al., 2015).

Most successful methods depend on the atmosphere scattering
model (Narasimhan and Nayar, 2002), which provides an estimate of
the haze-free image. It is formulated as:

𝐼(𝑥) = 𝑡(𝑥)𝐽 (𝑥) + 𝐴(𝑥)(1 − 𝑡(𝑥)), (1)

where 𝑥 refers to the pixel coordinates in the image plane, 𝐼 denotes the
observed image that is degraded by haze, and 𝐽 is the haze-free scene
image. The matrix 𝐴 represents the global atmospheric light, and the
transmission map 𝑡 is the medium transmission rate which describes
the portion of the light that reaches the camera sensors without being
scattered. The transmission map 𝑡 can be expressed as 𝑡(𝑥) = 𝑒−𝛽𝑑(𝑥),
where 𝛽 is the scatting coefficient of the atmosphere and 𝑑(𝑥) is the
scene depth. However, the transmission map and the atmospheric light
are unknown in practice. Therefore, many image dehazing methods
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estimate 𝑡 and 𝐴 from a hazy image 𝐼 , and then obtain the unknown
clear image 𝐽 via the atmosphere scattering model.

Previous image dehazing approaches concentrate more on restoring
the clear image using priors such as dark-channel prior, contrast color-
lines, and haze-line prior. For example, He et al. (2010) propose a
dark channel prior (DCP) based method for estimating the transmission
map. Although these prior-based methods have achieved considerable
success, their performances are limited because not all the images of
real scenes are compatible with the predefined priors. Recently, deep
learning has exhibited effectiveness in various computer vision tasks.
Various convolutional neural network (CNN) based methods have been
proposed to estimate the transmission map and the atmospheric light.
Once the transmission map and the atmospheric light are estimated, the
dehazed image is restored through the atmosphere scattering model.
Generally speaking, low-level features in a CNN partly refer to the
detail information, and high-level features contain more semantic in-
formation. Both of them are important for recovering a clear image,
but most CNN-based methods usually use high-level features to achieve
image dehazing. Moreover, these methods are based on the atmosphere
scattering model. If the estimated transmission map and atmospheric
light are not accurate, then the dehazed result will be of low quality.
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Fig. 1. Examples of image dehazing results. Top left: input hazy image. Top right and
bottom left: restored haze-free images using DCP and EPDN respectively. Bottom right:
dehazed image generated by our method. Zoom in for better visibility.

In this work, we propose a novel end-to-end framework called
Pyramid Channel-based Feature Attention Network (PCFAN) for single
image dehazing, which leverages complementarity among different
level features in a pyramid manner with channel attention mechanism.
Specifically, PCFAN consists of three modules: a three-scale feature
extraction module, a pyramid channel-based feature attention (PCFA)
module, and an image reconstruction module. First, the three-scale
feature extraction module extracts features at three different scales.
Then, these features are fed into the PCFA module. This module extracts
more important attention features by the channel-attention blocks and
fuses these attention features in different levels. Finally, based on the
output of PCFA, the image reconstruction module is used to restore
a clear image. In addition, we introduce a training loss function that
consists of two terms: the MSE loss and the Edge loss. The MSE loss
is utilized to measure the pixel-wise distance, while the Edge loss
promotes to generate a clean image with more details. As shown in
Fig. 1, the proposed PCFAN produces a more realistic image with more
details.

The main features of the proposed image dehazing method are
summarized as follows.

• We propose an end-to-end Pyramid Channel-based Feature At-
tention Network for single image dehazing, which does not need
to explicitly estimate the transmission map and the atmospheric
light.

• The PCFA module can extract more informative features by the
channel attention block, and fuse the complementary features in
different levels in a pyramid manner.

• A loss function that combines a mean square error loss part and an
edge loss part is employed in PCFAN, which can better preserve
image details.

• Extensive experiments on standard benchmark datasets demon-
strate that the proposed PCFAN performs favorably compared
with state-of-the-art methods, in terms of quantitative accuracy
and qualitative visual effect.

The rest of this paper is structured as follows: A brief review of
image dehazing and the attention mechanism is given in Section 2. The
proposed PCFAN method is discussed in Section 3. The experimental
results are presented in Section 4, and Section 5 is a conclusion of this
paper.

2. Related work

In this section, we introduce related work on both the image dehaz-
ing and the attention mechanism as follows.

Image dehazing. Recent years have witnessed great advancements
in the task of single image dehazing. Many classical methods have
been proposed in the existing literature to tackle this well-known ill-
posed problem (Zhao et al., 2019; Hodges et al., 2019; Alajarmeh
et al., 2018; He et al., 2010; Ren et al., 2016). These methods can
be generally classified as either image prior-based dehazing methods
or deep learning-based dehazing methods. He et al. (2010) propose a
novel prior-based method called dark channel prior (DCP) to accurately
estimate the transmission map. The DCP applies if at least one color
channel in the RGB color space has a very low intensity within a haze-
free image without sky or bright regions. In the work by Zhu et al.
(2015), the efficiency and effectiveness of the color attenuation prior in
the single image dehazing task is demonstrated. This method estimates
the transmission and restores the scene radiance to remove the haze
from a single image. A linear model is used in a supervised fashion to
build the bridge between the hazy image and its corresponding depth
image. Berman et al. (2016) propose an algorithm, the computational
complexity of which is linear in the size of an image, for image
dehazing based on non-local priors. This algorithm assumes that the
colors of a haze-free image can be approximated by typical colors that
are clustered in the RGB color space. To solve suppressing artifacts
in dehazing image, Chen et al. (2016) utilize the gradient residual
minimization (GRM) to suppresses edges in the dehazing images that do
not exist in the input images. Although these aforementioned methods
have achieved success in haze removal, their dehazing performances
are not always satisfying because of the assumptions on which they
rely.

Recently, data-driven deep learning methods have demonstrated
their superior capability in feature representation in many computer
vision tasks (Krizhevsky et al., 2012; He et al., 2016; Kupyn et al.,
2018; Li et al., 2018b). Diverse methods based on deep learning have
been proposed for single image dehazing (Cai et al., 2016; Ren et al.,
2016; Li et al., 2017; Zhang and Patel, 2018; Qu et al., 2019). Cai
et al. (2016) introduce an end-to-end system called DehazeNet. It
first estimates a medium transmission map, then restores a haze-free
image via the classical atmosphere scattering model. In addition, the
authors design special Maxout layers of units for feature extraction
and a bilateral rectified linear unit to recover high quality images in
DehazeNet. Ren et al. (2016) adopt a multi-scale deep neural network
(MSCNN) to estimate the scene transmission maps. The algorithm
consists of two parts: the coarse-scale network is used to predict the
transmission maps, while the fine-scale network is utilized to locally
refine the results for better haze removal. A CNN-based image dehazing
model called the All-in-One Dehazing Network (AOD-Net) is presented
by Li et al. (2017). Their light-weight network directly generates haze-
free images rather than separately estimating atmospheric light and
the transmission matrix for haze removal. In contrast with existing
methods, Zhang and Patel (2018) propose the Densely Connected Pyra-
mid Dehazing Network (DCPDN) for image dehazing in an end-to-end
manner. The network simultaneously learns the transmission map,
atmospheric light, and dehazed image, and then recovers the haze-
free image. Chen et al. (2019) propose an end-to-end gated context
aggregation network (GCA) to directly restore the final haze-free image.
Treating the single-image dehazing problem as a terse image-to-image
translation problem, EPDN (Qu et al., 2019) directly generates a haze-
free image from the input hazy image, using a generative adversarial
network and a novel multi-scale enhancer.

Attention mechanism. As a significant property of the human
perception system (Itti et al., 1998), the attention mechanism can be
considered as the guidance that leads an individual’s sight to focus on
the most important and informative parts of an input scene, rather than
processing the whole scene at once. Recently, attention mechanism has
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Fig. 2. Overall architecture of PCFAN: (1) Extract multi-scale features using the proposed three-scale feature extraction module (denoted by the yellow dotted line). Every feature
extraction stage of the module consists of three components, namely a 3 × 3 convolution layer and two Resblocks; (2) The three-scale features generated by the feature extraction
module are then fed into the proposed pyramid channel-based feature attention module (denoted by the dotted red line). Three channel attention blocks are used to process the
features at different scales in a top-down pyramid fashion. This makes it possible to capture more crucial and informative features to predict better dehazed results; (3) Finally, the
image reconstruction module, including a convolution operation and a simple element-wise addition operation, is adopted to restore the dehazed single image. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

been introduced into deep learning methods to handle many computer
vision tasks (Zhang et al., 2020a; Cao et al., 2015; Jaderberg et al.,
2015; Bluche, 2016; Zhang et al., 2018; Liu et al., 2019). After ex-
pressing some computer vision tasks as sequential decision tasks, Mnih
et al. (2014) propose recurrent models for visual attention and fully
optimize the non-differentiable model to learn task-specific policies
using a policy gradient algorithm. Instead of processing the whole input
image at once, the attention-based model sequentially and adaptively
decides which regions should be focused on and processed. Spatial
transformer networks are presented by Jaderberg et al. (2015), and
the differentiable module is introduced to alleviate diverse problems in
input images or multi-channel feature maps, including object rotation,
scale transformation, translation, and clutter. To adaptively extract
informative, high-frequency, channel-attention features in image super-
resolution, Zhang et al. (2018) adopt the channel attention mechanism
to enhance the representational ability of a very deep residual network.
Using the classical global average pooling operation in the channel
attention module, the useful channel-wise global spatial information
is taken into consideration. Fu et al. (2019) propose the Dual Atten-
tion Network (DANet) based on the self-attention mechanism for the
scene segmentation task. The proposed position attention module is
designed to selectively learn the spatial interdependencies of features,
while the channel attention module is utilized to emphasize channel
interdependencies. Thus, precise segmentation results can be achieved
with the two attention modules. The GridDehazeNet, proposed by Liu
et al. (2019) for image dehazing, is a kind of multi-scale network with
a channel-wise attention module. The channel-wise attention is utilized
to reconstruct features of diverse scales, as well as to alleviate the
bottleneck issue that occurs in some multi-scale networks.

3. Pyramid channel-based feature attention network

3.1. Network architecture

In this work, we combine the benefits of the channel-attention
and pyramid operation, and propose a pyramid channel-based feature
attention network (PCFAN) for image dehazing. The overall framework
of PCFAN is illustrated in Fig. 2. The PCFAN consists of three modules,
namely the three-scale feature extraction module, the pyramid channel-
based feature attention module, and the image reconstruction module.
The three-scale feature module contains three stages: The first feature
extraction stage is composed of a 3 × 3 convolution layer and two
Resblocks (He et al., 2016). In this stage, the depth (the number of
channels) of feature maps is increased to 32. The following two stages
both consist of a 3 × 3 convolution with stride 2 and two Resblocks.
They increase the depth of the feature maps to 64 and 128, and reduce
the resolution of the feature maps by half, respectively. Unlike previous
works that only use the output features of the third stage, all the
outputs of three stages are fed into the pyramid channel-based feature
attention module that is constructed by many channel-attention blocks.
The channel-attention block is used to dehaze features in both spatial
and channel dimensions. Finally, an image reconstruction network
consisting of only one convolution layer is utilized to reconstruct the
clear image. The core components in PCFAN are the channel-attention
block and the pyramid channel-based feature attention block, which
are detailed in the following parts.

Channel attention block. In this work, to ensure that the net-
work capture more informative features, the channel attention mecha-
nism (Zhang et al., 2018) is employed to explore the interdependencies
among feature channels.
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Fig. 3. Detailed structure of the channel attention block.

The channel attention block is presented in Fig. 3. Suppose that
features 𝑓 ∈ R𝐶×𝑊 ×𝐻 , 𝑓 = [𝑓1, 𝑓2,… , 𝑓𝐶 ] are given, where 𝑓𝑖 ∈ R𝑊 ×𝐻

is the i-th sub feature of 𝑓 , and 𝐶 is the set of channel numbers of 𝑓 .
First, the global channel-wise statistic of 𝑓 is obtained by the global
average pooling operation as follows:

𝜈𝑐 =
1

𝑊𝐻

𝑊
∑

𝑖=1

𝐻
∑

𝑗=1
𝑓𝑐 (𝑖, 𝑗), 𝜇 = [𝜈1, 𝜈2,… , 𝜈𝐶 ], (2)

where 𝜈𝑐 denotes the channel-wise feature, 𝑊 and 𝐻 are the width
and height of the feature, respectively, 𝑓𝑐 (𝑖, 𝑗) refers to the value of
the c-th feature 𝑓𝑐 at location (𝑖, 𝑗), [., ., .] is concatenation operation,
and therefore 𝜇 is the concatenation of 𝜈𝑘(𝑘 = 1,… , 𝐶). After that, two
convolutions with the ReLU and Sigmoid activation function are used
to learn linear and nonlinear interactions between channels. These op-
erations can capture channel-wise dependencies among the aggregated
features. This is formulated as:

𝑓 = 𝜎(𝜙2(𝜂(𝜙1(𝜇)))), (3)

where 𝜙, 𝜂, and 𝜎 refer to the convolution layer, ReLU, and Sigmoid
activation function, respectively. 𝜙1 aims to reduces the channels of
input features. After being activated by ReLU 𝜂, the features are then
increased to the original width (the number of channels) with a convo-
lution layer 𝜙2. The final output feature 𝐹𝑜𝑢𝑡 of this block is obtained
by

𝐹𝑜𝑢𝑡 = 𝑓 ⊗ 𝑓, (4)

where ⊗ is element-wise product, and 𝑓 is original feature.
Pyramid channel-based feature attention module. As stated in Gir-
shick (2015) and He et al. (2015), the pyramid operation can ex-
tract features from multiple layers of CNN and simultaneously fuse
them to generate more effective features. However, these methods
usually use an intuitive fusion strategy like addition or concatenation.
Thus, we propose a pyramid channel-based feature attention mod-
ule (PCFA), which combines the benefits of the feature pyramid and
channel attention mechanism.

As shown in Fig. 2, PCFA consists of four channel-attention blocks,
two upsampling layers, and two concatenation layers. There are two
pathways in PCFA: bottom up and top down. For the bottom-up path-
way, features from three layers are fed into corresponding channel
attention blocks. Each channel-attention block processes the features
in the corresponding channel, which selectively captures the important
channel maps for the feature reconstruction. From the top-down path-
way, PCFA first upsamples the size of features by a factor of 2, then
integrates them. While from the down-top pathway, PCFA reconstructs
higher spatial resolution from the semantically rich layers. The features
fusion between the bottom-up and top-down pathways improves the
feature representation ability, and effectively learn the importance
of features from different levels with channel-attention mechanism.
Thus, PCFA can fully exploit the complementary information between
low-level and high-level features for image dehazing.

3.2. Loss function

To optimize the proposed network, two loss functions are utilized,
namely the MSE loss ℒ𝑚𝑠𝑒 and the Edge loss ℒ𝑒𝑑𝑔𝑒.

MSE loss. The Mean Square Error (MSE) loss is used to measure
differences in the pixel-wise aspect between the clear image and the
output dehazed image. The MSE is defined by:

ℒ𝑚𝑠𝑒 =
1

𝐶𝑊𝐻

𝐶
∑

𝑐=1

𝑊
∑

𝑖=1

𝐻
∑

𝑗=1
(𝐼𝑐𝑙𝑒𝑎𝑟𝑐,𝑖,𝑗 − 𝐼𝑑𝑒ℎ𝑎𝑧𝑒𝑑𝑐,𝑖,𝑗 )2, (5)

where 𝐶, 𝑊 , and 𝐻 represent the channel number, width, and height
of an image, respectively, 𝐼𝑐𝑙𝑒𝑎𝑟𝑐,𝑖,𝑗 is the value of ground truth at location
(𝑖, 𝑗) of channel 𝑐, and 𝐼𝑑𝑒ℎ𝑎𝑧𝑒𝑑𝑐,𝑖,𝑗 corresponds to the value of the dehazed
image generated by PCFAN.

Edge loss. To recover the clear image with more detail, we in-
troduce an Edge loss function to the network. First, the convolution
operation 𝐶𝑜𝑛𝑣 with Laplace operator (Trudinger, 1983) is used to
obtain the edge images of the clear and dehazed images. Then, the 𝑇 𝑎𝑛ℎ
activation function is used to map values of edge image to [0, 1]. Finally,
the pixel-wise distance (𝐿1 Norm) is used to measure the differences
between clear and dehazed edge images. The Edge loss function is given
by:

ℒ𝑒𝑑𝑔𝑒 =∥ 𝑇 𝑎𝑛ℎ(𝐶𝑜𝑛𝑣(𝐼𝑐𝑙𝑒𝑎𝑟, 𝑘𝑙𝑎𝑝𝑙𝑎𝑐𝑒))−

𝑇 𝑎𝑛ℎ(𝐶𝑜𝑛𝑣(𝐼𝑑𝑒ℎ𝑎𝑧𝑒𝑑 , 𝑘𝑙𝑎𝑝𝑙𝑎𝑐𝑒)) ∥1 .
(6)

Total loss. In the training stage, the total loss is defined by com-
bining these two loss functions, and is given by:

ℒ = ℒ𝑚𝑠𝑒 + 𝛼 ⋅ ℒ𝑒𝑑𝑔𝑒, (7)

where 𝛼 is a hyper-parameter that is used to yield the final loss ℒ . In
this work, 𝛼 is set to 0.01.

4. Experiments

In this section, extensive experiments are conducted on both a
synthetic dataset and a real world dataset to demonstrate the effec-
tiveness of the proposed network. The proposed network is compared
with state-of-the-art image prior-based methods and learning-based
methods, including DCP (He et al. CVPR’09), DehazeNet (Cai et al.
TIP’16), MSCNN (Ren et al. ECCV’16), AOD-Net (Li et al. ICCV’17),
GFN (Ren et al. CVPR’18), DCPDN (Zhang et al. CVPR’18), EPDN (Qu
et al. CVPR’19) and FAMEDNet (Zhang TIP’20). In addition, an ablation
study is conducted to verify the effectiveness of the Edge loss function
and the pyramid channel-based feature attention module.

4.1. Experimental settings

Datasets. It is difficult to collect a large number of real-world hazy
images and their haze-free counterparts. Thus, data-driven methods
often rely on synthetic hazy images, which are generated from clear
images based on the atmosphere scattering model using the proper
scattering coefficient 𝛽 and atmospheric light 𝐴. In this work, a large-
scale synthetic dataset called RESIDE (Li et al., 2018a) is used to train
and test the proposed PCFAN. RESIDE is divided into five different
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Fig. 4. Exhibition of multi-channel feature maps after using the PCFA module. The first row depicts the input hazy image and its six typical channels selected from the multi-channel
feature maps handled by PCFA. The same six channels of feature maps generated from the dehazed image and corresponding ground truth are presented in the second and third
rows, respectively.

subsets: Indoor Training Set (ITS), Outdoor Training Set (OTS), Syn-
thetic Objective Testing Set (SOTS), Real-World Task-Driven Testing
Set (RTTS), and Hybrid Subjective Testing Set (HSTS). ITS, OTS, and
SOTS are synthetic datasets, images in RTTS are from real scenes, and
HSTS contains both synthetic and real-world images. ITS contains 13990
hazy images generated from 1399 clear images, and SOTS consists of 500
indoor hazy images and 500 outdoor hazy images. In this work, ITS and
SOTS are used as training set and testing set, respectively. The settings
are the same as those used in a previous method (Qu et al., 2019). In
addition, some experiments are conducted on RTTS to demonstrate the
generalization ability of the proposed network.

Implementation. When training the proposed network, all images
are processed in the RGB space. To optimize the proposed network,
the Adam (Kingma and Ba, 2014) optimizer with a batch size of 1 is
adopted, where the values of 𝛽1 and 𝛽2 are 0.5 and 0.999, respectively.
The learning rate is set as 0.0001. The hyper-parameter of the loss
function is set as 𝛼 = 0.01. The proposed network is implemented
with the PyTorch framework. Additionally, training and testing are also
conducted on a PC with an Intel Xeon Silver 4114 CPU, 32 GB RAM,
and an NVIDIA Tesla P100 GPU. For fair comparisons, the quantitative
results of PSNR in this paper are calculated using the PYTHON code
based on the dehazed results. 𝑃𝑆𝑁𝑅 = 10×log10(𝑀𝑆𝐸)2∕𝑀𝑆𝐸, where
𝑀𝐴𝑋 is the maximum pixel value of each image. The 𝑀𝑆𝐸 refers to
the error between a clear image and dehazed image.

Quality Measures. To evaluate the performance of the proposed
network, two aspects are considered in this work: one is the objective
measurement, and the other is the subjective evaluation. For the former
aspect, two evaluation criteria are examined: the Peak Signal to Noise
Ratio (PSNR) and the Structural Similarity index (SSIM) (Wang et al.,
2004). For the latter, the proposed network is compared visually with
six state-of-the-art methods on the SOTS and RTTS datasets.

4.2. Ablation study

To further demonstrate the effectiveness of the proposed PCFAN, an
ablation study is conducted to verify whether all parts of the proposed
PCFAN are effective. The core components of the proposed PCFAN
are the pyramid channel-based feature attention module (PCFA), the
channel attention block, and the Edge loss function. Therefore, an ab-
lation study is conducted by considering the different channel attention
blocks in the PCFA module and the Edge loss function. As discussed in
Section 3, there are four important channel attention blocks that greatly
influence the performance of PCFAN. These blocks are indicated by
the purple blocks shown in Fig. 2 and marked as Att1, Att2, Att3, and
Att4 (from left to right, from bottom to top). The following network
variants are constructed: (1) Backbone network: the four attention
blocks are removed from the PCFAN. The resulting network processes

Fig. 5. The training loss of the proposed network. When training the proposed network
without using Edge loss, the loss curve fluctuates and the model does not converge to
a point in the parameter space. If the Edge loss is included, then the Edge loss curve
is more stable and smooth, and the optimization of the network is successful.

features without attention mechanism; (2) Backbone + Att1: the first
channel attention block is added into the Backbone. This helps the
network only learn information features from high-level features; (3)
Backbone + Att12: the first and the second channel attention blocks
are added to the Backbone network; (4) Backbone + Att123: the first
three channel attention blocks are added to the Backbone network;
(5) PCFAN-: all channel attention blocks are added to the Backbone
network, which helps the network fully exploit the complementary
information between low and high level features; (6) PCFAN: this final
model consists of all the channel attention blocks. It is trained with both
the MSE loss and Edge loss. The network variants (1)-(5) are trained
only with the MSE loss. The detailed configurations of the ablation
study are listed in Table 2.

The results of the ablation study are presented in Table 3. The digital
values are the image dehazing results of PSNR and SSIM on the outdoor
and indoor datasets of SOTS. It is noted that PCFAN has the best per-
formance on both the indoor and outdoor datasets among all network
variants. The backbone network achieves the worst results in terms of
PSNR and SSIM. The performances of the Backbone+Att1, the Back-
bone+Att12, and the Backbone+Att123 are improved by adding the
channel attention blocks. It can be see that both considering low-level
and high-level features are important for image dehazing. Moreover,
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Table 1
Quantitative comparison results of the seven state-of-the-art methods and the PCFAN on the SOTS set. The best and the second best results are marked in red
and blue text, respectively.

Method DCP DehazeNet MSCNN AOD-Net DCPDN GFN EPDN FAMEDNet PCFAN

Indoor PSNR 16.62 21.14 19.84 19.06 15.85 22.30 25.06 25.00 31.39
SSIM 0.8179 0.8472 0.8327 0.8504 0.8175 0.8800 0.9232 0.9172 0.9868

Outdoor PSNR 19.13 22.46 22.06 20.29 19.93 21.55 22.57 29.03 24.01
SSIM 0.8148 0.8514 0.9078 0.8765 0.8449 0.8444 0.8630 0.9570 0.9350

– Size – – – – 256 MB 45.6 MB 66 MB 86.3 Kb 0.9 MB

Fig. 6. Visual comparison results on the SOTS dataset. The first column presents the hazy images. The results of six representative state-of-the-art single-image dehazing methods
are illustrated separately. The dehazed results of the proposed method and the ground truth images are shown in the last two columns. The upper four rows show the results of
the indoor subset, while the last three rows are dehazed images of the outdoor subset. Zoom in for better visibility..

Table 2
Ablation study configurations. Note: ✓indicates that the model includes a component,
and the — indicates that the model does not include a component.

Models Att1 Att2 Att3 Att4 EdgeLoss

Backbone – – – – –
Backbone + Att1 ✓ – – – –
Backbone + Att12 ✓ ✓ – – –
Backbone + Att23 ✓ ✓ ✓ – –
PCFAN- ✓ ✓ ✓ ✓ –
PCFAN ✓ ✓ ✓ ✓ ✓

the results of the outdoor dataset show that considering different chan-
nel information from different level features can improve the robustness
of the model.

The influence of the Edge loss on the network is also explored.
Compared with the variant PCFAN-, PCFAN achieves higher values of
PSNR and SSIM. The PSNR is especially higher on both the indoor
and outdoor dataset. This demonstrates that the Edge loss is vital for
training the proposed PCFAN. From Fig. 5, it is clear that the training
loss converges faster to a small value with the help of the Edge loss

Table 3
Comparisons on both indoor and outdoor datasets of SOTS of variants of the proposed
PCFAN.

Variants Indoor Outdoor

PSNR SSIM PSNR SSIM

Backbone 27.45 0.968 21.98 0.914
Backbone + Att1 28.91 0.976 23.31 0.931
Backbone + Att12 29.11 0.977 23.14 0.937
Backbone + Att123 27.49 0.968 23.56 0.940
PCFAN- 30.80 0.971 23.68 0.940
PCFAN 31.39 0.987 24.01 0.940

function. In addition, some attention maps of the hazy image, outputs
of the PCFAN, and the ground truth are shown in Fig. 4. The attention
maps in Fig. 4 display significant differences that arise from different
information, such as edges, textures, and other details. It also proves
that the effectiveness of the proposed PCFA. The ablation study shows
that the PCFAN benefits from all of the channel attention blocks and
the Edge loss.
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Fig. 7. Visual comparison with state-of-the-art dehazing methods on the RTTS dataset. Zoom in for better visibility..

4.3. Comparisons with state-of-the-art methods

To demonstrate the superiority of the proposed network, we also
compare it with several state-of-the-art image dehazing methods on the
synthetic dataset and on the real-world dataset, both quantitatively and
qualitatively.

Synthetic dataset. The results of the proposed network on the
synthetic dataset are compared with the state-of-the-art methods. Some
methods, such as DCP, DehazeNet and GRM, first estimate the trans-
mission map and the atmospheric light, then resort to the atmosphere
scattering model to restore the dehazed image. Other methods, such as
DCPDN and EPDN, directly learn a map between the hazy image and
the dehazed image, and use this map to restore the dehazed image.
Fig. 6. shows the qualitative comparisons of the visual effect on the
indoor and outdoor datasets of SOTS. The prior-based methods, such
as DCP and GRM, tend to produce darker images compared with the
ground truth, as these methods often fail to accurately estimate the
hazy thickness of images. Additionally, DCP and GRM suffer from

the problem of color distortions, which degrade the quality of their
recovered images. (e.g., the building, the sky, the floor, and the chair in
Fig. 6 (DCP, GRM)). For the learning-based methods, there is a greater
amount of haze in the results of DehazNet and GCA. This leads to color
distortions problem. Although the AOD-Net reduces color distortion,
it suffers from a halo effect. (see, e.g., the boundaries of the chair and
building in Fig. 6 (AOD)). Although EPDN achieves better results, there
remain some haze and color distortions. Compared with these methods,
the proposed method achieves the best visual performance in terms of
haze removal.

The quantitative comparison results are presented in Table 1, in
which the digital values are the results on the SOTS database in terms
of average PSNR and SSIM. The results demonstrate that the PCFAN
achieves the best performance for image dehazing. Specifically, on the
indoor dataset of SOTS, the PCFAN ranks first among the compared
methods. As compared with the second-best method, the results of
PCFAN present increments of 6.33 dB and 0.0298 in PSNR and SSIM,
respectively. On the outdoor dataset of SOTS, PCFAN outperforms the

7
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Fig. 8. Runtime comparison of different dehaizng method on SOTS dataset.

state-of-the-art methods in terms of SSIM, and ranks second in term
of PSNR. Although FAMEDNet achieves the best performance on the
outdoor dataset, it should be noted that it uses both ITS and OTS as
training sets, which are much larger than the training set used by the
proposed method. In addition, the proposed model achieves a balance
between efficiency and complexity. A superior performance of image
dehazing is obtained from a lightweight network.

Real-world dataset. To verify the robustness of the proposed PC-
FAN, additional experiments are conducted on the real-world dataset.
A comparison of the visual effects on real hazy images is presented
in Fig. 7. It can be observed that DCP suffers from color distortions
(e.g., the sky in Fig. 7). For DehazNet, AOD, GCA, haze removal is
incomplete in a dense haze situation. However, the dehazed image
produced by PCFAN is a bit blurred. The results of EPDN looks more
natural. This is because we do not use the same training method as
EPDN that is trained with generative adversarial scheme. With the help
of adversarial learning, it recovers more realistic images from the real-
world dataset. In general, the proposed PCFAN is more effective than
existing methods in removing haze and preserving texture details.

Running-time. In addition to the superior PSNR and SSIM of the
proposed model, we also show the comparison result of running time.
Fig. 8 shows the average run times of different state-of-the-art methods
for dehazing one image from SOTS. The proposed method is the most
efficient, in that it is 32 times faster than the second one.

5. Conclusion

In this paper, we introduce a novel end-to-end dehazing network
called pyramid channel-based feature attention network (PCFAN) to
tackle the challenging single image dehazing problem. PCFAN consists
of a three-scale extraction module, a pyramid channel-based feature
attention module, and an image reconstruction module. PCFAN is able
to efficiently restore the haze-free image directly. In addition, we
propose a novel Edge loss to help the network learn more detailed
information. The PCFAN is lightweight and can be easily put into
practice. Extensive experiments on the synthetic and real-world images
demonstrate the effectiveness and efficiency of the proposed PCFAN.
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